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Abstract 
 
The basic problem in network storage today is 
how to implement solutions that are cost effective 
and efficient but without using a lot of new 
components and equipment. Implementing 
Storage Area Networks today generally implies 
using Fibre Channel, however, a lot of work is 
being done to try to use Ethernet instead for 
network storage [1][2][3]. But these new 
Ethernet solutions still seem a little short. 
 
In this paper, we would like to first introduce 
some of the key features of the new open source 
network storage protocol, HyperSCSI, and how it 
is different from existing solutions. This will be 
followed by benchmark and test results to show 
how HyperSCSI is capable of using an existing 
Ethernet-based network infrastructure, common-
off-the-shelf hardware and well-established 
storage technologies and turning that into a high-
performance and reliable network storage 
solution. Since specialized hardware and custom 
software are not required for HyperSCSI, we 
believe this is a step in the right direction to 
building cost effective and efficient network 
storage solutions. 
 
Finally, we want to draw just one conclusion in 
our paper, that the existing network infrastructure 
and technologies can be successfully exploited to 
meet the requirements of network storage. The 
lesson learned in the search for this answer is that 
one must be ready to look for innovative new 
methods and perhaps, use unconventional 
thinking to meet the requirements of network 
storage. The resultant HyperSCSI protocol is 
proof of this.  
 
 

1 Introduction 
 
The concept of a network for storage has not been 
a new one. Before the terms “Storage Area 
Networks (SAN)” and “Network Attached 
Storage (NAS)” became commonplace, 
mainframes, and later on, simple file servers have 
been doing “network storage” for years. Of 
course, it was not quite in the form that we 
recognize today, but it was certainly a kind of 
network-ed storage. In fact, the very concept of 
transferring data over a wire, which is 
fundamental to network storage, is older than 
“networking” itself. 
 
Fibre Channel (FC) is today a key technology for 
the deployment of the modern SAN. The 
explosive growth of the Internet, applications like 
CRM and ERP and so on, has been supported in 
part by the ability of storage to scale. However, its 
adoption has not been as stellar as many had 
hoped. There was even a time when people talked 
about running IP over FC, but not anymore. The 
deployment of SANs has not grown as fast as the 
analysts had predicted. Of course, part of the 
reason for this is due to socio-economic events 
and downturns, but certainly not the whole reason. 
 
With new advancements like Fast and Gigabit 
Ethernet (and 10GE around the corner), as well as 
new high performance wire-speed Layer 3 
switching and so on, it is a good time to analyze if 
Ethernet-based network storage can do the job. 
However, it is not as simple, nor as easy as that. A 
lot of work needs to be done and the industry 
developed various technologies like iSCSI, 
mFCP, iFCP, FCIP and iSNS to fill this gap [4]. 
The two leading core protocols are of course 
Internet SCSI (iSCSI) [5] and Fibre Channel over 
IP (FCIP) [6]. While they may seem to compete, 



they actually meet different needs. FCIP is needed 
for bridging FC-SANs over an IP-based network, 
while iSCSI is more for storage over an IP 
network. iSCSI is probably the leading contender 
that allows the deployment of pure Ethernet-SANs 
without the use of FC. However, its performance 
has not been adequate. To solve this problem, 
development work has shifted towards hardware 
acceleration [7] like TCP/IP Offload Engines 
(TOEs) and iSCSI HBAs. These new 
developments are needed to push iSCSI to 
comparable FC speeds. But the reality is, with all 
these add-ons, what will be the difference between 
a TOE-NIC and an iSCSI HBA from a FC HBA 
then? TOE and iSCSI HBA manufacturers point 
to the cost savings you will get by using Ethernet 
switches instead of FC-based switches, and the 
fact that TOEs and iSCSI HBAs will get cheaper 
as adoption increases. But does that sound a little 
like vapor-ware? As a result, adoption is still 
rather slow. Perhaps a new solution is required. 
 
Designing a network storage protocol is not as 
straightforward as it might seem. We must 
consider that the characteristics of data storage are 
different from the conventional data traffic. 
Furthermore, the quality of the network has 
improved greatly compared to many years ago. As 
such, we believe that a non-conventional approach 
to solving this problem is required. In this paper, 
we present precisely such a solution, a new open 
source network storage protocol, which we have 
named HyperSCSI [8]. 
 
HyperSCSI is designed for the transmission of 
SCSI commands and data across a network in a 
simple and efficient way. The current 
implementation runs over an Ethernet network, 
uses existing common-off-the-shelf hardware and 
components and does not require any additional 
customized software or expensive hardware 
accelerators. This ultimately, will reduce the cost 
of an overall network storage implementation. We 
believe that using existing hardware and 
technologies does not compromise on 
performance and reliability. In this paper, we will 
present key features of HyperSCSI and how it is 
different from existing solutions as well as various 
test results to demonstrate its capabilities. 
 

2 Selected Key Features of HyperSCSI 
 
HyperSCSI is a new open source network storage 
protocol designed for the transmission of SCSI 
commands and data across a network. To put this 
in “ordinary” terms, it can allow one to connect to 
and use SCSI and SCSI-based devices (like IDE, 
USB, Fibre Channel) over a network as if it was 
directly attached locally. This section focuses on a 
few key features of the HyperSCSI protocol, and 
how they differ from existing solutions.  
 
2.1 Device Discovery Mechanisms – Using 

the HyperSCSI Group Name 
 
To identify and locate storage devices, Fibre 
Channel uses the World Wide Name (WWN) 
mechanism while iSCSI/FCIP/iFCP uses iSNS 
[9]. Such mechanisms are complex and add 
another hindrance to achieving ease of use and 
even plug-and-play networking. For this purpose, 
HyperSCSI uses a standard Ethernet broadcast 
mechanism for device discovery but adds a Group 
Name to segregate servers and clients. This allows 
clients to dynamically locate targets on the 
network. 
 
If a server is configured to be in the same group 
with a client, it will respond appropriately, 
otherwise the device discovery request is ignored. 
Thus the only configuration users have to be 
concerned about is granting permissions, rather 
than setting up complex name servers of some 
type. This is particularly useful in a plug-and-play 
wireless personal storage network environment. 
This also means that there is no single point of 
failure like having iSNS servers or requiring 
expensive switches with additional intelligence 
built-in. HyperSCSI clients will then attempt to 
connect to the servers in the groups given to it, 
and no other.  
 
For example, as shown in Figure 1, Server A has 2 
disks and Server B has 1 disk that can be 
exported. Server A exports Disk 1 to “Group 
ABC” and Disk 2 to “Group DEF”. Server B also 
exports its one disk to “Group DEF”. Client X can 
access Disk 1 of Server A only, since it has access 
to “Group ABC”. However, Client Y being 
configured to look in “Group DEF” can see both 
Disk 2 on Server A as well as Disk 1 on Server B. 



Groups are secured through HyperSCSI’s 
authentication mechanisms. This example shows 
that HyperSCSI Group Names are flexible and 
easy to use.  
 

Server A Server B

Disk 1
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Disk 1

Group
ABC
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DEF

 

Figure 1: HyperSCSI Group Names Example 

 
2.2 Flow Control Mechanisms 
 
Conventional network protocols, especially 
TCP/IP, transfers data in streams and use an 
acknowledgement based sliding window 
mechanism for flow control and packet 
retransmission. This method works quite well for 
the uncertain (“worst case”) network conditions, 
like telephone networks.  In the SCSI world 
however, the host adapter initiates a connection to 
a device, knows precisely the capabilities of the 
device, and then applies this knowledge to a 
dedicated channel. Thus, for the SCSI protocol, a 
default credit-based flow control mechanism is 
used. HyperSCSI adopts a moving window 
mechanism but makes the window size dynamic. 
A balance is provided in that the window size 
does not fluctuate like TCP/IP’s sliding windows, 
but can and does change dynamically in the 
middle of a connection. Since clients and servers 
dynamically control the window size, algorithms 
for determining the window size can be adopted to 
find the optimal window size during run-time, 
thus adapting to network congestion. With this 
flow control mechanism, HyperSCSI can perform 
packet retransmission should a packet be lost and 
the expected ACK frame not be received in time.  
Either a selective retransmission scheme or a 
simpler window retransmit scheme can be used. 

This can be decided based on the implementation 
environment, thus giving users a wide degree of 
flexibility and performance tuning options. Figure 
2 shows the different flow control mechanisms. 
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Figure 2: HyperSCSI Flow Control Compared 

 
2.3 Security - Integrated authentication and 

encryption 
 
iSCSI, iFCP and FCIP are all based on the TCP/IP 
network protocol. In order to provide a secure 
method for data transfer, they require the use of 
IPsec for securing the TCP/IP connection. 
Certainly, this is a step forward when considering 
that Fibre Channel’s main security mechanism is 
LUN masking [10] which is implemented mostly 
on the switch. However, using IPsec adds to the 
complexity of the solution and implies securing 
the entire connection. This is different from the 
more flexible LUN masking method that FC uses 
to allow the user to secure individual LUNs as 
required.  
 
HyperSCSI on the other hand has integrated 
security options to be specified by individual 
devices (or LUNs) instead of at the connection 
level. Of course, iSCSI for example, only supports 
one LUN per connection, while HyperSCSI can 
have multiple devices in a single connection.  
 
During the connection initialization stage, the 
HyperSCSI server will authenticate the client and 
make a decision whether or not to export the 
storage resource by using the HyperSCSI Group 
Name and connection password. Once the 



authentication succeeds, a security key is also 
exchanged between the server and client pair. 
HyperSCSI allows for security to be modularized 
into different levels of requirements such as data 
hashing, encryption or none at all, thereby giving 
even more options to secure (or not) the device 
and/or the connection. By integrating the different 
security functions, HyperSCSI can provide more 
efficient, flexible and secure methods for network 
storage. 
 
2.4 Reliability 
 
As shown in Figure 3, each individual layer has its 
own functions to ensure the reliability of data 
transfer. The SCSI layer has its own functions to 
check and ensure that SCSI data and commands 
are transferred properly. TCP/IP guarantees that 
the network connection is reliable, while the 
Ethernet layer also has its own features to check 
data correctness.  
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Figure 3: HyperSCSI Reliability 

 
IP storage protocols, like iSCSI, iFCP and FCIP, 
rely solely on the TCP/IP layer for reliable data 
transfer. However, HyperSCSI makes use of the 
SCSI layer to ensure that SCSI data and 
commands are transferred properly and the 
Ethernet layer to check packet correctness. In 
addition, HyperSCSI provides its own reliable 
control mechanisms, such as flow control and 
packet retransmission. Hence, by combining the 
features of different layers, the entire system with 
HyperSCSI is as reliable as one using TCP/IP 
based encapsulation. However, HyperSCSI is 

likely to be more efficient by working with 
functions that already exist in other layers. 
 
 
3 Benchmarking Tests and Performance 

Analysis of HyperSCSI 
 
Based on our designs and protocol specifications 
[11], we implemented the HyperSCSI protocol on 
the Linux platform to see if our designs work as 
intended. While the reliable transfer of data over 
HyperSCSI is certainly verifiable, we are also 
very much concerned if it will perform as 
designed. As such, we ran a battery of tests and 
benchmarks over both Fast and Gigabit Ethernet 
to see if it can respond to the challenge. The 
results so far prove to be most encouraging. 
 
3.1 Description of the test environment 
 
For our test environment, we set up a HyperSCSI 
client and a server (or often called initiator and 
target in the storage world) connected by a 
network switch. Both the client and server run 
RedHat Linux 7.1 using the standard Linux kernel 
version 2.4.16 with the Linux Second Extended 
Filesystem (ext2). The HyperSCSI server contains 
an Adaptec 39160 Ultra160 SCSI controller 
attached to eight Seagate ST318406 LC Cheetah 
18GB 10000 RPM SCSI drives. The version of 
HyperSCSI code we ran was 20020725. We used 
the hdparm, dd, file copy (cp), iozone, bonnie++ 
and sar programs as benchmarking tools. The 
Iozone version used was 3.71, while the bonnie++ 
version was 1.02a. For tests involving copy/read 
from disk, the destination (copy to) used was 
/dev/null. Figure 4, shows a picture of our GE test 
environment. All our results are obtained by 
averaging the output from running the same test 
five times. 
 

 
Figure 4: HyperSCSI GE Test Environment 



3.2 HyperSCSI over Fast Ethernet 
 
Our first test is to investigate if HyperSCSI can 
fully utilize a simple channel, like Fast Ethernet 
efficiently. The results of this test shows that even 
Fast Ethernet can provide network storage, 
although not at the kind of speeds that Fibre 
Channel is used to.  
 
In this test, both the HyperSCSI server and client 
use an Intel Pentium III 1GHz CPU, 32bit 33MHz 
PCI bus, 256MB 133MHz SDRAM. The Network 
Interface Card (NIC) used is a 3Com 3C905B-
TXNM card and the switch is Cisco Catalyst 3500 
XL with 24 ports for 10/100 Fast Ethernet. 
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Figure 5: HyperSCSI Fast Ethernet 
Performance 

 
There are two kinds of test results shown in 
Figure 5, dd and cp. For the dd test, the data set 
chosen is 1GB of raw data while for cp test, the 
file used is a large MPEG file of size 616137020 
Bytes. By using large data sets, we hope to 
minimize or eliminate the effects of local cache on 
the test results. The maximum Ethernet frame size 
is 1500 Bytes. Using the HyperSCSI protocol, the 
user data transfer rate reaches up to 12.11 MB/sec.  
 
In order to understand the channel utilization, we 
can conduct a theoretical calculation. From the 
Ethernet standard [12], one frame contains an 8-
byte preamble, a 14-byte header, a 4-byte CRC, a 
12-byte inter-frame gap and 1500 bytes of data. 

With the HyperSCSI protocol, every packet has a 
3-byte HyperSCSI header. Thus the ratio of the 
bandwidth available for HyperSCSI user data is 
1497 out of 1538. Considering the channel 
bandwidth is 100Mbit/sec, the theoretical 
boundary for HyperSCSI is 12.16 MB/sec.  
 
However, in actual implementations, various 
overheads need to be factored in. This includes 
the protocol overhead, SCSI block data that may 
not always be fragmented into a full Ethernet 
frame size and so on. But as our measured results 
are quite close to the theoretical limits, we believe 
that HyperSCSI is indeed quite efficient, from 
both theoretical calculations and actual 
measurement. 
 
3.3 HyperSCSI over Gigabit Ethernet 
 
We then conducted our benchmark tests on 
Gigabit Ethernet. Both the HyperSCSI server and 
client use an AMD 1.2GHz Athlon dual CPU (but 
working in uni-processor mode), 64bit 33MHz 
PCI bus, 256MB 266MHz DDR RAM. The 
Network Interface Card (NIC) is a Syskonnect 
SK-9843 GE-SX and the switch is Extreme 
Summit 5i Model 11503 with 16 1000BaseSX 
port. The Ethernet frame size is 1500 bytes. 
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3.5 Performance Comparisons From Figure 6, we can see that HyperSCSI is able 
to achieve almost the same performance accessing 
the disk over the network from the client as 
compared to accessing the same disk locally on 
the server itself. This is an interesting observation 
and shows that when the storage bandwidth is less 
than the network bandwidth, and CPU processing 
power is enough, the HyperSCSI client machine 
may not see any difference between accessing a 
network storage device, and its own local disk. 

  
Every experiment needs a control. Otherwise, it 
would be impossible to ascertain if results 
obtained were influenced by other factors. We 
chose to use the iSCSI and NFS protocols as a 
form of control for us to understand our own 
benchmark results. For these tests, we 
downloaded and compiled Intel’s iSCSI version 8 
code and used NFS version 2 over UDP from the 
standard RedHat Linux RPM version 0.3.1-5.  

3.4 Top Performance of HyperSCSI with 
RAID and GE Jumbo Frames 

 
3.5.1 Disk Access Efficiency 
  
Earlier in section 3.3, we measured HyperSCSI’s 
ability to meet the same performance as the local 
disk. Wanting to see if this can also be done with 
the other protocols, we re-ran the same tests with 
the iSCSI and NFS. 

In order to view the highest performance of 
HyperSCSI protocol, we configure the HyperSCSI 
server to export 8 SCSI disks to client, and build 
software RAID0 on the client machine. We ran 
the test using both normal and Jumbo frames 
(9000 Bytes) on Gigabit Ethernet. The result is 
shown in Figure 7. 
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 HyperSCSI iSCSI NFS 
cp test 99.81% 60.40% 49.25% 

Table 1: Comparison to Local Disk 
Performance 

 
In Table 1, we present the performance results of 
NFS, iSCSI and HyperSCSI as a percentage of 
local disk access. Naturally, NFS is a file-sharing 
protocol, and we do not run block-level dd tests 
on it. The results show that HyperSCSI is more 
efficient at exporting a local disk over a network 
than either iSCSI or NFS in the same 
environment. This is true for both block and file 
level access. Figure 7: GE and GE Jumbo Performance 

  
3.5.2 IRQ Comparison We can see that the benchmark results of both dd 

and cp are larger than 100MB/sec. This is 
significant value that indicates that existing 1 
Gigabit Ethernet can achieve the same or better 
performance when compared to 1 Gigabit Fibre 
Channel. This shows that a high performance 
Ethernet storage network is possible without 
needing to resort to special hardware or software. 
Results from the hdparm test do not reach 
100MB/s because hdparm only uses a 64MB data 
set, which is insufficient to measure sustained data 
transfer throughput at high speeds. 

 
A common question regarding iSCSI has been the 
additional overhead imposed by the TCP/IP stack. 
This is also manifested as the Interrupt Requests 
(IRQs) generated by the NICs, a point that FC 
HBAs, TOEs and iSCSI HBAs are also designed 
to address as well. While some new Ethernet 
NICs have advanced Interrupt Coalescing 
capabilities, it is still worthwhile to measure and 
quantify the impact of IRQs on data transfers. 
 



 iSCSI HyperSCSI 
Total number 
of IRQs 199627.4 170307.2 

3.6 HyperSCSI Performance in a Mixed 
Traffic Environment 

 
One of the reasons to adopt an Ethernet-based 
network storage solution is to consolidate 
hardware resources. If one can use the same NIC 
card for both LAN and SAN access, it would 
represent cost savings, provided the users 
understood the potential impact on performance it 
would entail.  

Table 2: IRQs Generated for 1GB of Data 

 
The results in Table 2 were obtained by using sar 
to measure the number of interrupts generated by 
the client NIC during a dd transfer of 1GB of data 
over GE Jumbo Frames. While MB/sec 
throughput numbers may tell the speed of the 
transfer, these results show that regardless of the 
time taken, iSCSI generates 17.22% more IRQs 
than HyperSCSI to transfer the same amount of 
data. This proves that HyperSCSI does reduce the 
IRQ overhead in a system. 

 
To assist users in making such decisions, we 
decided to run some tests to understand the impact 
and performance on a HyperSCSI client should 
the client also have other network traffic being 
sent to it. This is important because most clients 
are expected to be application servers of some 
type, accessing the SAN. As such, they will more 
than likely have other network communications 
being sent to it. 

 
3.5.3 File Access Performance Comparison 
 
In the end, many choose to just focus on whether 
or not a technology (like HyperSCSI) can provide 
better performance in the same environment.  

 
These tests were conducted using a Fluke Link 
Analyzer to generate fixed amounts of traffic to 
the client machine. The packets generated were 
512-Byte frames to simulate other types of 
protocols and short messages. By varying the load 
sent by the Link Analyzer in a linear fashion 
(10%, 20%, 30%, onwards), we were able to 
gauge the impact of different network loads 
together with HyperSCSI in the same 

 
As can be seen from Figure 8, HyperSCSI is able 
to consistently provide higher performance for 
both reads and writes at the file system level when 
compared to iSCSI and NFS in the same 
environment. 
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environment. We conducted this experiment with 
both normal and Jumbo Frames. 

For Jumbo Frames however, the total channel 
utilization with HyperSCSI reaches close to 100% 
much faster than normal frames. Again, we 
suspect this is due to the NIC processing 
overhead, which is less for GE Jumbo than for 
normal frames. These results are presented in 
Figure 10. 
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On the whole, HyperSCSI can adapt to meet 
changing or diverse network load conditions and 
still provide reliable network storage data transfer. 
 
 
4 Discussion and Conclusion 
 
In the introduction of this paper, we looked back 
and understood that network storage is in fact not 
really a new idea. Neither are SCSI, Ethernet and 
TCP/IP. But why reminisce? Looking back in 
history shows us that in fact, the primary drivers 
for growth in both economic and technical terms 
has been very simply - “Can I do more for less?” 
If we understand this very important point, then 
all other predictions on trends and evaluations on 
technologies can be put into its proper focus. 

 
The results in Figure 9 show that for normal 
Ethernet frames, when the network load is light, 
HyperSCSI traffic cannot use all remaining 
available bandwidth. This is likely due to the 
Gigabit NIC processing overhead on the 
HyperSCSI machine, therefore the total channel 
utilization is not full. Only when the network load 
increases to a certain amount, does the total 
channel utilization reach close to 100%. 

 
Also in the introduction, we covered how users 
were not completely satisfied with Fibre Channel 
and iSCSI-type solutions. Whether it was 
complexity or cost, the adoption has just not been 
as strong as forecasted [13]. Do users really get 
more for less? The naysayers therefore, point to 
the possibility that Ethernet can’t really do 
storage. 
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However, in the rest of this paper, we tried to 
illustrate a new solution called HyperSCSI, which 
attempts to truly give users more for less. It is not 
over-engineered, is simple in concept, does not 
require special hardware or customized software 
and manages to provide a reasonable level of 
performance.  
 
Can people really get more for less? We believe 
the answer is an unqualified yes. However, as we 
outlined in the beginning of this paper, doing so 
requires us to change our mindsets. 
 
For example, if TCP/IP is really the bottleneck for 
storage over Ethernet, then why use it? Do we 
really need it? Of course, for certain wide-area 



connectivity applications, like disaster recovery 
and so on, a solution like iSCSI is quite a good 
idea [1][14]. Some long distance tests were 
successfully conducted, demonstrating iSCSI 
storage between Israel and California [15]. But in 
fact, most SAN implementations are not for use in 
wide-area long-distance applications. If it were, 
FC would have already died out by now since FC 
is itself also a local-area networking technology 
that needs something like FCIP to bridge the 
router divide. Eliminating TCP/IP would 
eliminate the need for hardware accelerators while 
still achieving high performance Ethernet-SANs. 
A nice side effect of eliminating TCP/IP is that 
the disk array providing Ethernet-SAN can’t be 
hacked from the Internet.  

Furthermore, HyperSCSI gives rise to entirely 
new applications and markets. For example, 
HyperSCSI runs quite well on wireless LAN, thus 
allowing the development of a wireless HDD or 
CDRW for your laptop instead of through USB or 
Firewire. Or how about watching a movie on a 
webpad from the patio by directly accessing the 
DVD player in your living room wirelessly? With 
such new developments, it’s no wonder that there 
is a renewed sense of optimism for the network 
storage industry. 
 
No, we believe that Ethernet storage is not coming 
– it’s already here. And yes, you will get more for 
less. 

 

 
Figure 11: HyperSCSI Demonstration Environment for Ethernet-SAN and wireless storage
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