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Abstract

This work presents a position monitoring system to generate displays showing the position of trains,
time between trains, seconds early/late for each train, and alarms. Alarms will be generated when
trains are too close, unexpected events are received, or trains do not cross subsequent sensors when
expected. This system has been designed to run concurrently with the existing original system, which
only illuminates LEDs on a large plastic board to indicate the segments that the trains are in. Currently, it
is up to the operators to estimate times between trains by viewing the panel where lights are illuminated.
The new system will greatly improve performance issues in addition to the safety issues. In accordance
with the agreement between the Universidad de Guadalajara and the light rail system (SITEUR), the
license for this project will be GPL and it will be available on sourceforge.net

1 Introduction

We are in the process of creating a new train posi-
tion monitoring system, based on COTS hardware
and free software components for the light rail sys-
tem in Guadalajara, Mexico. The light rail system in
Guadalajara has two parallel tracks, where the trains
travel from one extreme to the other, and then re-
turn on the opposite track as shown in Figure 1. We
have also developed a simulator, separate from the
monitoring system, that creates crossing events just
like a real running system would. With this, a real
running system can be switched for the simulator,
with no changes in the position monitoring system.

The position monitoring system generates dis-
plays showing the position of trains, time between

trains, seconds early/late for each train, and alarms.
There are two types of screens generated. The first,
as shown in Figure 2, is a graphical display where the
position of each train is shown to the nearest 1/4 of
the distance between stations. The second, as shown
in Figure 3, is a tabular display, with columns for
train id, time in service, seconds late, percent late,
time to the next train, last departure station, time
since departing, and an approximation of the number
of passengers currently on the train.

This system will run in parallel with the existing
original system, which only illuminates LEDs on a
large plastic board to indicate the segment that each
train is in. Currently, it is up to the operators to
estimate times between trains by viewing the panel
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FIGURE 1: An Example Train Line

where lights are illuminated. Given the number of
trains and the inexactness of the information, it be-
comes a nearly impossible task, and thus it is cur-
rently very likely that operators in central control
would miss dangerous situations. The new system
will automatically calculate the time between trains
based on the time of the last sensor crossed. Be-
tween sensors, the position of the train will be esti-
mated, and then corrected every time another sensor
is crossed.

Actually, monitoring the spacing between trains
is a performance issue as well as a safety issue, and
spacing problems become performance problems be-
fore they become safety problems. So, there will
typically be performance based alarms long before
any safety related alarms are triggered. Alarms will
be generated when trains are too close, unexpected
events are received, or trains do not cross subsequent
sensors when expected. Maintaining the spacing be-
tween trains for quality of service issues is also ex-
actly what is needed for safety.

This system will start out as a position monitor-
ing system, but is designed to be upgraded to a full
signaling system eventually and replace the existing
signaling system.

We are using various programming techniques in-
cluding N-Version programming[1][2][3], Internal in-
strumentation to detect errors, design patterns, peer
review, etc, to provide the level of reliability required
for safety critical systems.

2 Hardware

All hardware used for this project will be off-the-
shelf. Where crossing sensors are located there will
be either a commercially available RTU or single
board computer running GNU/Linux connected to
a TCP/IP network. These remote computers will
send crossing events to central control. In central
control, there will be high reliability servers running
GNU/Linux as well. To start, the network connect-
ing the remote devices to central control will be a

single standard TCP/IP based network that will al-
most certainly not have the MTBF required for a
safety critical system, but will be satisfactory for
testing and development. It is expected that the
current network will be replaced by two redundant
loop networks to achieve the MTBF required for a
safety critical system. Each loop network can be cut
at any single location, and continue working, with
the traffic re-routed automatically. The system as
a whole can continue to function as long as one of
the loop networks is working. As long as there is a
very active maintenance policy in place to immedi-
ately fix any detected faults this system will deliver
an MTBF at the levels required. It should be noted
that all servers and remote devices will have two net-
work connections so that they can all be connected
to two networks.

3 Software

The software for this project is based on high volume
free software components such as the Linux kernel,
as well as the specific application written in C/C++
and also available as free software under the General
Public License. The software currently consists of
two modules that communicate via message queues.
The first module is the position monitoring system
that currently generates the displays for the opera-
tors in central control, and the second module is the
simulator that generates crossing events just like a
real running system. When the final hardware selec-
tions are made for the devices located next to the
crossing sensors, we will write a driver to commu-
nicate with them and relay crossing events to the
monitoring software using the same communications
as the simulator, so that we can switch the simulator
for a real running system.

3.1 Position monitoring module

The position monitoring module will generate a
graphical display as shown in Figure 2, and a tab-
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FIGURE 2: Graphical Display

ular display as shown in Figure 3. Based on feed-
back from managers at the light rail system, we will
also generate alarm windows for both performance
based alarms and safety based alarms. For now, this
is only a monitoring system, and it will be up to
the operators in central control to act on informa-
tion provided, and use the existing radio system to
call the drivers and ask them to stop the train, or
take whatever actions are necessary to maintain the
safety of the system.

3.2 Simulator module

The simulator module generates events just like a
real running system. At start-up, it reads the actual
time table for one of the lines at the light rail system
in Guadalajara, and uses this information to sim-
ulate a complete day of crossing events. For line 1,
there are now 156 departures per day, with each train
making a round trip, returning back to the originat-
ing station at Periferico Sur. There are 19 stations,
generating arrival and departure events both for the
trip up, and back, generating roughly 12,000 crossing
events per day. We typically run the simulator at 10x
real-time for demonstration purposes since real-time
is painfully slow. The simulator however, can be run
at any speed (within limits of processing time on the
target hardware) to simulate a whole day in a mat-
ter of seconds for testing purposes. We can use this
then to simulate a variety of dangerous situations
and verify that the monitoring module responds cor-
rectly and generates the appropriate alarms at the
correct time.

3.3 Driver module

The driver module will be a drop-in replacement for
the simulator, and feed the position monitoring mod-
ule with the actual crossing events from a real run-
ning system. The driver module will communicate
via a fibre optic network with actual devices con-
nected to the crossing sensors, and relay crossing
events to the position monitoring module. We plan
as a minimum to have arrival and departure sensors

for both directions at each station, thus monitoring
on the order of 76 sensors connected to 19 remote
devices for line one of the light rail system. On av-
erage, there will be one crossing event generated ev-
ery 6 seconds that is sent to the position monitoring
module for processing.

3.4 Software reliability

We have discussed software reliability issues in other
articles [4][5][6].

We are using n-version programming, internal
consistency checks, design patterns, world-wide peer
review, etc, to get the level of reliability required
for safety critical systems. The first system is only
a monitoring system, to be run in parallel with ex-
isting safety systems, but we realize that operators
in central control will come to trust and depend on
the information generated to keep the system safe.
Thus, this must be considered a safety critical sys-
tem, and we are treating it as such, and, in the fu-
ture, this could possible be expanded to be a full sig-
naling system. At the same time, we are also work-
ing on systems to add additional layers of systems
to work in parallel with this system to provide even
more safety. We are currently experimenting with
transceivers that can be used for collision avoidance,
where trains will be able to connect with each other
when they are close enough, and begin exchanging
speed and location information, thus enabling algo-
rithms that would stop a train that is dangerously
close to the train in front. We are also working on
on-board systems that would have a subset of full
CBTC features so that would monitor speed and
position, and allow commands from the central sys-
tem to stop trains when dangerous situations are de-
tected. Of course we are hoping for world-wide re-
view to help generate safety critical systems for the
remaining parts of the world that do not have the
money for the systems developed for the industrial-
ized world.
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FIGURE 3: Tabular Display

4 Conclusions

It is the opinion of the authors that a train position
monitoring system can be created based on COTS
hardware and free software components that is more
appropriate for the conditions in developing coun-
tries than current proprietary systems costing tens
or even hundreds of millions of dollars. We have in
fact created the the first modules for the light rail
system in Guadalajara Mexico, and have a full mon-
itoring system and simulator running as proof of con-
cept that will allow us to work with the managers at
the light rail system to determine the specifications
and features for the final system. This will improve
the safety over the existing system that only illumi-
nates lights on a board to show the location of each
train. It is currently nearly impossible for the per-
sons in central control to keep track of all trains in
the system and know when dangerous conditions ex-
ist. The new system will be able to generate the
position of all trains in both graphical and tabular
format for operators to easily visualize the location of
the trains and respond to dangerous situations. We
will also automatically generate performance based
and safety based alarms.
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